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[Total Marks: 601

N. B.: (1) AII questions are comrrulsory.
(2) Make suitable assumntions wherever necessary and state the assumptions made.
(3) Answers to the same question must be written.together.
(4) Numbers to the risht indicate marks.
(5) Draw neat labelled diagrams wherever necessary.
(6) Use of Non-programmable calculators is allowed.

I Choose thc correct alternative and rewrite the cntire sentence tvith the correct
rulternative (28)

1. How ntany bi-grams can be generated fiom the givcn sentcnce: - lluturul l,unguugc
Irot'a.:.s'ing is u lttttnt'h of'/1.
a.5b.6
c.7d.8

2. Assignrnent of POS tag with the help of Markov moclcl rrscs
a. dependency between POS tag of the b. dependency between POS tag of the

plevious word. uext word.
c. dependency

first word.
d. dependency between POS tag of tlie

last word.

3. Ciiven a sound ctip of a person or-pcople speaking, clctenrinc thc tcxtual rcprcscntation of
t lrc sp.'cclr.
21. 'l'cxt-to-spccch b. Slrccch-to-tcxt
c. Trxt-to -'[ext d. Spccch-to-Specclt

4. Automatic tagging is used in
:1. Rule based
c. Neural model

5' is the process of converting a well-clcfined text colpus into its component words
and scntenccs.
a. Word Segmentation
c. Tcxt segmcntation

NLU stands lor_ _
rl. Natural Language Underline
c. Nature Based Language Utilizing

.b. TBL
d. Hybrid

b. Text Normalization
d. Word Normalization

b. Natural Language Understanding
d. Natural Language Using

When the parser stafis constrttcting thc parse tree for the start syrnbol ancl then tries to
transfbrm the start symbol to the input, it is callecl?
:1. Bottom-up parsing h. Top- down parsing
c. Reduction d. Derivzrtion

a

7.



8

9.

10.

The technology used to understand, analyses, manipulate zrnd interpret human lar-rguages

Machine translation
Artifi cial intelligence

text.
a. Lexical AnalYsis

c. Pragmatic AnalYsis

11. are words that are so

Stop words
Lemmatization

12.

13.

14.

15.

a.
c.

16. ln the word "dcsirabilitY"' how many moryhemes

b. Natural language Processing

d. ComPuter Sciencc

are present

b. Two
d. Four

is
a.
c.

in NLP is then ciefincd as the process of extractitrg ilfbrrnatiotl frotn arty given

b. SYntactic AnalYsis

d. Semantic AnalYsis

"*"?:"il:ron-lingtiistics 
inputs is ------.-.-'

a. NLU
c. NLP d' NLS

they are basically ignorecl by typical tokcntzers'

b. Stenrrning
d. Noun Phrasc

a.

c.

raller units of analYsis'?
Which step is the process of breaking down documents into sn

a. Lemmatization b' Tokenization

c. Stemming d' ldentifying stop words

ln |lre sentence. 
...[.hey boLrght ablue hotise,., the unclc't.linecl part is an exatlple o[-

a. Noun Prrrase k X:lt 1];lTn,",.c. PrcPositiorlalPhrase

Ateclrniqr-reusedtoadjrrstrrrax.nrinlikelihood'"',iY--ll,e.langtiagenrodclis._--
21. Lcttrnratization h' Stctltttrl ng

c. Tokenization d' Smoothing

.fhewords.tltere,ancl.their,causeswhichoftheror]ow1ng.|vpeofanrbiguity./

a. SYntactic b' Semanttc

c. Phonological d' Pragmatic

17. What is reducing inflected wor<ls to their root form in linguistic

morphologY'? b. Rooting
d. Botha&bStemming

Text-Proofing

y"1sffi;:i'*11'fi13ii*".0, r ii::liii:::lil:i:::ancr 
rercvance

c. ldentifies *o'a o'J"' relationships d' Identifies parts o1'spcech

a.

c.

18.

Pac'e 2 of 4
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20.

19

21.

22.

23

24.

in a collectiou of rlocunrents
b. Word2Vec
d. Inverse Docurnent Frccprency (lDF')

System are

b. Student, exper! teaching aid
d. Student, expert, pedagogical system

Regression as a 1 Layer Network, instead of a single
a __to tllm the output valucs into probabilities.

b. Vector
d. Bias

meaning from positive message is knowu as

b. Slang detection
d. Error detectiondetection

What is the language of machine translation?
a. Converts onc human language to

another human language
c. Converts human language to machine

lattguagc

Converts maclline languagc to human
language
Converts maci-rine languagc to
machine language

Provide immediate and customized
instruction or feedback to learner.
Provide classrooms to learners

d.

'fl-re main aim of tutorial system is
r. Provide help to lcaners

c. Provide tutorial to learners.

Which of the text parsing tcchniqnes can be used tbr noun phrasc detcctiot-t, vcrb phrasc

tlcrcclion" sub.jccr clctcction. and ol'r.icct dcte'ction in NLP'l
ir. C'ontinuous Bag of Wrlrds b. Skip (iranr and N-(iranr extrilcti()rl
c. Part olspeech tagging d. DL'l)cndcncy l)arsing attd

Constittrency Palsing

d.



II

Ill

IV

c) How to measure

V Attempt unv twtt
a) What is P
b) Explain

areWhichd)
theof

In
c)
d)

orle

tt

Parre 4 of 4

8

Attempt unv two of the follorving:
a) Explain Hiclden Markov Model to embcd POS tags in inputted text.

b) Explain Lemmatization process with the help of python code.

c) How cloes POS tagging do with the help of TBL'?

d) Compare Top-down parsing and Bottom-up parsing.

8

8



}.. ?

N.B

I

1. Which activity is concerned with
a. scheduling
c. high-level

system?
a.

c.

the task at tire final embedded systems?

frl

2. Which level simulates the algorithms that are used within the en-rbedded systems?

a. algorithmic
c. gate level

3. Which of the helps in the on of the embedded

4. Which of the following offers extemal chips for memory and peripheral interface circuits?

a. ' Embedded system lt.. . ,,, .,,,, ,, . -. .b, Peripheral system

C;. ,Microcontroller ',i,.,-, ' ..: :1' ,-',1'r,.,.1 d. Microprocessor-l 
-. - --a:-.,... .. 

- 
.- .-ll' '. :l 

"l: :1 ri':

r.-"I,1':Jr$l1ffi:nrr..*. 
I-.1.--9l.1:,,.0T'* . MC68030

c. SPARC d. 8086

' 6 ,'Which of the following statements are true for von Neumann architecture?
'1..:, , ,:-a:''lseparate bus between the program b. external bus for program memory and

1 ,:'- . ,;"- memory and data memory data memory--- I :: i,'".-external bus for data mem.ory only d. shared bus between the program.. :...::. ,1

I :... r-.1., :l . 
_.:,, . '.. : ' ]:, .t- ..

: ,,-.:.-,:r , 
".':;:",.: ,'.''7. " Which of the following is the biggest challenge in the cache memory design?

^ ^l^ ^,-^-- ^-.

,., ,. .,-,,,, 
.i- i - 1" ;;fttti:, ,,,,.,, ,. d. delay

8. Which ports are used in the multi-master system to avoid errors?

; ,' .,''-'., , i''1,, ,.,: a. bidirectional port b. tridirectional port
,;, ',, ,-.' ,'' ,,,.. ;1. : ,.C multi directional port d. unidirectional port

7'>.nv h..Jr/") 4lor tTe'L.

(2%IJou-rs)

(2) Make suitable assumntions wherever
(3) Answers to the same question must be

(4) Numbers to the lght indicate ryks.
(5) Draw neat labelled diasrams
(6) Use of Non-nrosrammable

alternative. (28)



9.

10.

11.
a,

c.

12. What is the conect
1. Any currently
2. PC and SR

3. SR is cleared.
4. Contents of
5. Interrupt
6

pts were pending and



8.1

91

20.

12

7)

23.

the to the IoT

a Bootloader in IoT

storage
fast instaliation

service statusa. Update
c. Enable from
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[Total Marks: 60]

I

1

Choose the correct
alternative.

HITS stands for

a.
Hyper Immnunity
Score
Heat Immunity Transfer

alternative and rewrite the entire sentence with the corrcct
(28)

System

Co-Citation

Betrveenness

a. Centrality

c. Uniqueness

links papers that cite the strme articles.

b. Bibliographic

d. Importance

b. Hyperlink-luduced Topic Search

d. Heat Invert Tecl-rnical Systerr

actors are those that are linked or

c.

2

a.

c.

4

5

involved

b. Prestige

d. lmportance

6

7

measules the control of i over other pairs of actors.

a. Centrality b. Prestige

c. Betweenness I 
.' d. Importance

Select non predictive data niining techniclue from below

Sunrmarization b. Time Series Analysis

c. d. Classification

Ilreadth First Searcl-r is in-rplemented with

2r. F tFO b. LIFO

c. Both d. None of 'l'hcsc

F-ocused Crawler is based on



8

9

10

11

L2

b. User

d. Bill Manager

toptcs.

b. Singlc

d. Null
considering both the actors clirectlY and

b. Prestige

a.

c.

The

a.

Supervised Learning b.
d.SQL

Proximity

.Net Framework

-Iava

b. ImPortance lreasrlrc'

b. New Page

d. Ranclotl Pages'

is def-rned as closeness or distance of other actors to t'

b. Prestige

c. Betweenness

Pref'erential Crawler is based on

a. Ncw Pages

14

c. Internet Speed d' No of Adverlisemcnts'

Topical Crawler is based on *

a. Similar Topics b' Managetlent

d. Book.

by paper k, then they nray be rciatcd in sotre sensec. Asset

lfpapcrs i and

to one another AS

a. Co-Citation b. BibliograPhY

c. Betweenness d. ImPortance

metric for documents based oll their quality'

a.

13 Concurrent Crawlers use

a. MtiltiProcessing

c. One Page at a time

Ordel of the Page visit is detern'rined bY

16

a. ProximitY Prestige

c. Betweenness d' ImPortanoe

To retneve information, we Llset7



19

l8

20

2t

23

C.

22

24

b. Report Spam

d. Delaming Spzrrl

to minirnize overhead ofneed

d. Actor
based on

b. User

obiects

b. Traffic

Score

a. Web Ceremics

c. Web Scrapping

a. Sequential Crawler. b. Anonymous Crawler.

c. Useless Crawler. d. Costly Crawler.

Dcpth I-irst Search is implemcntcd with

a. FIFO b. LIFO

c. tsoth d. None of J'lrcse

In Preferential Crawler liontier is ttraintained as -
a. Ncw Page b. PrioritY Qtterte

c. Asset d. Book.

Page rank is based o11

a. Rank Prestige b. Bibliographic

b. Web Mcthods

d. Demo l,ink

c. SQL

1S

d. Defaming Spam

a. Numbcr of Feedbacks

d. Importance

damaging the reputation of some odrcr target objects.

b. Report Spam

Websites

b. Page Length

d. Location

we use

25.

c.

To

26

a. Web Tor-rr

Wcb Link d. Demo Link

Hype Spam

c. Product Spam

27.



onnoteshorta

different
Explain

28

u

III

IV AttenrPt unv two

Write
What
State

b)
c)
d)

are

irncl

a) Define the

b) Write a
c) ExPlain

8

fol k:1. Thc
d)

8

conflicts

0

0

0

c. 'l'ester d' DeveloPer

Untruthful Opinion is known as 
----'

a. h-eike lleviews b' Failed Reviews

c. No Reviews d' Isolatecl Reviews

example.
ar"ralysis.

score using

adjacencY
1

Attcmpt onl' ttt'oof the following:

a) How the ,.,t", u'" generatedlased on Sequential Patterns'?

b) How Infbrrnution t"et'ie'al plays important role in Web Mining'/

.j Explain Latent semantic indexing'

d) Explai, ,n. ,..*'..ri,ort u"a "oifid.n.. 
in case of Apriori Algoritl-rm'

8

tt

Mining.

V
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5

umb

correctooseI

I

2.

3.

4.

Learning.
b. Unsupervised
d. Supervised

b. super class
d. actual class

b. true positive
d. true negative

n

i

lTotal Marks: 60]

the correct
(28)

Learning uses par.tially labelc'd training data.
il. Semisupervised b. Supervised
c. Unsupervised d. Reinforcement

a. matrix --b, Sh"}*
c. vcctor d. Rank

c. Batch Gradient Descent

6. Lcarning fiom unlabeled data is called

the training set at every step and computcs

b. Mini-batch Gradient Descent
d. Stochastic Gradient Descent

a. Reinfblcement
c. Batch

Each row in Confusion Matrix represents
a. predictedclass,': : -c. sub class ' '

-ilre recall metric is also called as

c. sensitivity



The function computes clistance score by taking nctwork predictions and true

targets.
:r. objective
c. hypcrpzrrameter

10. A Tensor that contains array of numbers is called as

a. Scalar
c. Vector

tags is called AS

9.

11. A classification system that outputs multiple

classif ication sYstem.

a. multiclass
c. nrLr ltilabel

12. When the hyperparameter u:0 then

21. Logistic Regression
c. Linear Regression

13.

15.

b. loss
d. scaling

b. multioutput
d. multilirtear'

Regression
d. Support Vector Regressiou

data
responses

b. tensor shaPe

d. vector

t4.

16.

t7.

18.

19.

Tire set of features are also called as ---'
a. preclictors b'

c. values d'

h, the context of Reinfbrcement Learning, the leaming system is known as --=''=-'
2t. task b' PolicY

d' rewardc. agent

isusedtoevaluatetlreperfomanceofaclassiflet..
-- 

- 
-" b' corlfttsiotl ttlatt'ixa. Cross valtdatton

c. Confuscd matrix d' Prediction

The clot tensor operation is also known as

a. teusor Product
c. relu

classofscikit-LearnsupporttoPolynor.rrial.Regressiorr.
u. e,rtyn*tut"t b' PolYnomial

20.

Dota 1 af A



;\

c. PolynomialFeatures

21. Unsupervised
c. Supervised

22. 'fhe clcgree of freedom
it. rronpar.amctric
c. parametric

is used to

Polynomial

new data.
a. IJ:ilance fitting
c. Good fitting

25.

26.

23

must

21.

C.

In

a.
c.

rr-lnber of sarnples

weight_fraction_le af
samples_leaf

decision boundary
Featurc VCCtorS

d. Stipport vectors

27

to produce ntore useful features.
b. Featurc Extr.action
d. Featurc(icncrirtion

? Give any five examples of it.
on a test set given below.

21. Decision Tree is

class.

24.

d. polynomialRegrcssion

learning algorithm.
b. Batch
d. Reinfor.cenrent

Underfitting
Overfitting

Rule

. .,, ]l b. Logistic Regression
d. Linear Regression

is one of the algorithms

Apriori

min node

Vectors
Standard vectors

is combining
21.

C. -F,eature Scaling
F eature Selection

a.

c.

II
8

c) What is overfitting? What are the possible soltitions to redrcc it?



d) Explain the concept of Supervised Leaming. List or-it some irnpor-tant
Supervised Learning Algorithms.

III Attempt unv two of the following:
What is Lasso Regression?

Write a note on Gradient Descent.
what is Logistic llegression? To what kind of probrems, it is r-rsefnl?

What do you mean by Early Stopping?

What is kernel trick? What are different kernel flnctions available for SVM
classitier?

V

Attempt uny two of the following:
a) What is Gini impurity? Consider that you have 100 training instances. OLrt of

which 60 are with Posrtive Trend and 40 are with Negativc Trencl. ConrpLrrc
Gini Impulity for the same.
what is svM'l Briefly explain the terms support vcciors, hypc'r-planc und
margin with respect to SVM.
what is regularization? How do you reduce risk of overfitting of Decision
'f rec'.)

8
a)
b)
c)
d)

IV 8

b)

c)

d)

;\ttcmpt uttt'tx)o of the follorving:
a) Explain tlrc relationship between the nerwork, lay..rs, loss funciiorr ald

optimizer.

b) Whal arc activarion functions? Why are they necessary..)

c) Hxplain MLrlti-Layer Perceprron.

d) wlrlt are lensors'.) Briefly explain the working olrcnsor-flow irnd irs
significance in Deep Learning.

8


